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# ENLACE al repositorio

<https://github.com/Montoya086/Parallel-Number-Classification>

# Modificaciones al programa secuencial

Para poder realizar una versión que sea mejor que la paralela fue necesario encontrar las modificaciones que no introdujeran mucho *overhead* a la ejecución del código. Por lo que se realizaron las siguientes modificaciones

## pARALELIZACIÓN *PER SE*

La primera modificación (y la más obvia) fue la introducción de OpenMP; con el fin de poder utilizar las herramientas de computación paralela que nos brinda. El objetivo era paralelizar la implementación del algoritmo de **Quicksort**, por lo que las primeras directivas utilizadas fueron para indicar la zona paralela y crear un equipo de hilos que permita optimizar el trabajo. Además, se utilizó una directiva adicional que obliga a que, al inicio, el algoritmo sea ejecutado solamente por un hilo para evitar que múltiples hilos hagan el proceso de ordenamiento.

|  |  |
| --- | --- |
| Secuencial | Paralelo |
|  | A black background with white text  Description automatically generated |

## Utilización de *tasks*

Gracias a la naturaleza del algoritmo, después de hacer la partición, se crea un problema que es resuelto de manera recursiva y, por lo tanto, de manera independiente. Para poder declarar dicha independencia utilizamos *Tasks*, los cuáles nos permiten aprovechar de mejor manera los múltiples procesadores del CPU y tener un mejor balance de carga.

Adicionalmente, se agregó un límite (*threshold*) para la cantidad de *tasks* creados pues, si no se limitan, el *overhead* inducido por la declaración llega a ser perjudicial.

|  |  |
| --- | --- |
| Secuencial | Paralelo |
|  |  |

El realizar esto provocaba que algunas tareas terminaran antes, por lo que se agregó una directiva para esperar a que las demás terminen su ejecución. Cuando una tarea llega a dicha barrera libera los recursos que, en caso de que el *threshold* haya sido alcanzado, permite la creación de nuevas tareas.

## Otras optimizaciones

Investigamos diferentes optimizaciones que se pueden realizar al algoritmo (Comput, 2001) y aplicamos el método de la mediana-de-tres. Esto permite que exista una mejor selección del pivot y una reducción considerable de apariciones del peor caso para el algoritmo. Además, introduce un efecto de ordenamiento parcial; con los tres elementos ya comparados y ordenados, se realizan menos comparaciones.

|  |  |
| --- | --- |
| Secuencial | Paralelo |
|  |  |
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